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Abstract - This survey paper presents a comprehen-
sive overview of the latest advancements in the field of
Simultaneous Localization and Mapping (SLAM) with a
focus on the integration of symbolic representation of
environment features. The paper synthesizes research trends
in multi-agent systems (MAS) and human-machine teaming,
highlighting their applications in both symbolic and sub-
symbolic SLAM tasks. The survey emphasizes the evolution
and significance of ontological designs and symbolic reason-
ing in creating sophisticated 2D and 3D maps of various
environments. Central to this review is the exploration
of different architectural approaches in SLAM, with a
particular interest in the functionalities and applications
of edge and control agent architectures in MAS settings.
This study acknowledges the growing demand for enhanced
human-machine collaboration in mapping tasks and exam-
ines how these collaborative efforts improve the accuracy
and efficiency of environmental mapping

I. INTRODUCTION

As described in [1], there is an opportunity to use “artifi-
cial creativity to generate sensible narratives that summarise
complex military situations for an operator that could enhance
situational awareness (SA) where that operator is not already
immersed in the low-level tactical situation”. Simultaneous
Localisation and Mapping (SLAM) offers a solution to this
capability gap and has great applicability over a range of
military domains (see the appendix for use cases) and for which
many systems have already demonstrated promising results [2],
[3], [4], [5] (see anything within the semantic-SLAM circle
of figure 1 for more). The ethical use of Al-enabled systems
within the military is predicated on the ability of the operator
to effectively command such systems, as “command is a funda-
mentally human function that cannot be conducted by machines;
it provides accountability for ethical decision making” [6]. The
Defence Science and Technology Group list trust as a key facet
required in any Al-enabled system to ensure an acceptable
level of command is maintained over these systems [7]. The
transparency in an Al-enabled system is the “operator’s aware-
ness of an autonomous agent’s actions, decisions, behaviours
and intentions” [8]. This system transparency is “an essential
element to facilitate effective communication and collaboration”
and as such is the “overarching concept” required for a human-
machined teamed environment trust architecture [9]. For further
elaboration on the ethics of using Al-enabled systems within
the Australian Defence Force, see the video listed here [10].
Recently, structured knowledge graphs known as ontologies
have been applied to the field of simultaneous localisation and
mapping (SLAM) (see figure | - Semantic SLAM, of note is
[5], [11], [12], [13], [14], [15]) allowing for semantic reason-
ing to generate more effective mapping techniques. Generally,
two main orientations for contextual reasoning are employed,
which are centralised and collaborative. Centralised observes
agents transfer information to a back-end system for processing,
whereas collaborative contains agents with the capability to
locally process information and reason collaboratively [16].
Recent technological advances in artificial intelligence (AI) for
visual reasoning have made it possible for edge agents to more
effectively reason about their local environment [17] leading
to a more effective integration of symbolic and sub-symbolic
reasoning. A domain for which symbolic representation has
not yet been fully realised, however, is the use of symbolic

reasoning through ontological design to create contextual maps
of an environment.

II. LITERATURE REVIEW

A systematic literature review (SLR) is the process of “identi-
fying, evaluating and interpreting all available research relevant
to a particular research question or topic area or phenomenon of
interest” [127]. To prove the capability gap for the proposed sys-
tem existed, a systematic literature review surrounding the core
concepts of the thesis main and sub questions was conducted in
accordance with the PRISMA review standard [128] and with
consideration to the software engineering SLR guidelines listed
in [127].

A. Search Process

A manual search process was conducted to identify pub-
lished peer-reviewed articles. This process utilised the following
databases:

1) IEEE Explore: http://ieeexplore.iee.org

2) Scopus: https://www.scopus.com/

3) Semantic Scholar: https://www.semanticscholar.org/

4) Google Scholar: http://scholar.google.com

5) arxiv online library: https://arxiv.org/

6) Science Direct: www.sciencedirect.com

7) Multidisciplinary Digital Publishing Institute (MDPI):

https://www.mdpi.com/

8) The Association for Computing Machinery (ACM) digi-

tal: http://portal.acm.org/portal.cfm

9) SpringerLink Library: www.springerlink.com

In addition to the papers selected from these databases, the
bibliographies of papers selected through the SLR process were
scanned for additional papers (snowballing). The search terms
used to conduct the SLR were:

1) multi-agent AND SLAM

2) semantic AND SLAM

3) symbolic AND SLAM

4) ontology AND SLAM

5) human AND swarm AND teaming

6) human AND MAS AND teaming

B. Inclusion / Exclusion Criteria and Quality Assessment

Articles were included if they were:

« Published in a conference or journal or were book chapters

« Articles published from 2010 to 2022

o Full text articles

Articles were excluded if they were:

o Not written in English

o Similar articles from different databases

« Articles not relating to the main concept areas being SLAM
or MAS or symbolic reasoning

C. Paper Selection

Five focal areas directly applicable to the main research
question and the mechanisms to achieve it were formulated.
These include:

1) Semantic SLAM

2) ontologies for SLAM

3) Multi-Agent Systems

4) Simulation
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Fig. 1: A literature review of existing architectures surrounding the concept of the proposed SYMBO-SLAM architecture was
conducted. This literature review focused using symbolic reasoning through ontological design to create contextual maps of an
environment. The Venn diagram in the centre links the majority of concepts required for the implementation of the proposed
system in simulation and on hardware. The box below lists the papers directly applicable to the use of symbolic reasoning in the

SLAM domain

5) Robotics

Nine additional areas were also considered during the lit-
erature review process that formulated key areas of research
applicable to this project, which included:

1) ontologies and Symbolic Reasoning

2) Map Matching

3) Localisation

4) 2D Mapping Techniques

5) 3D Mapping Techniques

6) Agent Search and Edge Reasoning

7) Path / Mission Planning

8) Tracking and Spatio-Temporal Reasoning

9) Semantic Segmentation

The papers obtained from the manual search were then

evaluated against these areas for relevance. The title, abstract
and conclusion were considered to determine whether the paper
related to the main concept areas for the project as listed above.
117 papers were then selected that had direct relevance to the
five focal areas for the research project. These papers were
then reviewed in depth and categorised to be listed in the Venn
diagram shown in figure 1. This diagram aims to illustrate
the specific area of relevance for each article reviewed in the
systematic literature review, and links the majority of concepts
required for the implementation of the proposed system in
simulation and on hardware. These 117 papers were then also
sub-categorised further to show relevance to each of the nine
additional areas of relevance listed above. During this process,
the snowball method was utilised to highlight an additional
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Literature Results from Database queries

Database multi-agent SLAM semantic SLAM symbolic SLAM ontology SLAM human swarm team | human MAS team
IEEE 28 23 4 6 9 1
Scopus 33 30 35 23 37 8
Semantic Scholar 30 30 37 35 35 31
Google Scholar 38 30 2 2 50 0
ArXiv 11 30 1 0 17 3
Science Direct 4 26 0 0 4 0
MDPI 7 30 0 2 4 0
ACM 2 9 0 0 1 0
Springer 2 18 0 0 4 0

TABLE I: The 6 search terms were queried through the 9 databases as described above. The number of pieces of literature
returned from each query is shown in the table above. Note also that results that returned above 30 literature pieces were further

filtered by year published for reduction

78 pieces of literature from the references in the original
set that had direct relevance to subject areas surrounding the
use of symbolic-reasoning through ontological design to create
contextual maps of an environment on a MAS with SLAM. The
195 articles in total were then placed in the categorised boxes
surrounding the Venn diagram. These sub-categories aimed to
support the underlying theory of the proposed system. See the
appendix - figure 23 for the Venn diagram figure of the full
literature review conducted.

D. Agent search and path planning

It is natural to assume that the optimal path will be the main
area of interest for search and detection problems. This is often
not the case, and instead the distribution effort of searchers
(especially on a MAS) is the object of interest for effective
search strategies. As Washburn describes in his book [129],
there are two good reasons for this:

1) Most searchers would not benefit from knowing the
optimal path unless it happened to be easy to follow

2) a “path” is not a convenient mathematical object in most
cases

As such, Washburn poses that for a fixed region, a random
search pattern will yield a detection rate in less time than that
of an exhaustive search. This decrease in detection time does
however come at the cost of area coverage. With a strategy
attempting to cover the searchable fraction A’ = VWt of area
A (where V is the speed and, W is the sweep width of a region
and t is the time taken), an exhaustive search will cover A’ /A of
that area (or else all of that area). This is not the case however
for a random search strategy. Washburn uses the analogy of
a searcher randomly dropping confetti within the area A to
demonstrate this, stating that a random search is “effectively
confetti casting, and it achieves a lower detection probability
than the exhaustive search because of the wasteful overlap of
one piece of confetti on another”. Resource management in a
constrained networked environment is vital for distributed multi-
agent based systems such as the one proposed in this project.
Al-Asfoor et al. [25] propose search algorithms based on a
multi-agent model for dynamic and heterogeneous networks.
This search algorithm makes use of conventional random walk
algorithm with a semantic inspired resource search paradigm
to direct search messages based on the semantic closeness of a
target object. Duncan et al. [24] further introduce coverage and
targeting Levy strategies that are biologically inspired and have
been adapted to robotic swarm systems, which take their basis
again in random search strategies.

E. Feature extraction

The term feature extraction in machine learning typically
refers to the process of dimensionality reduction by which an
initial set of raw data is reduced to a more manageable group
for processing. This process aims to find the most compacted
and informative set of features (distinct patterns) to enhance
the efficiency of a classifier [130]. We define feature extraction
as “the process of extracting key features (landmarks) from
the environment through visual processing,” which is specific
to the setting proposed. Current object detection architectures
such as EfficientDet [131], ASSFF [132], CenterMask [133]
and ATSS [132] offer an average precision between 43% and
50% depending on a multitude of variables such as speed and
hardware implementation. Presently, the well recognised YOLO
algorithm dominates the field of object detection with its fourth

implementation [134] (note that the fourth version is the latest
from the original creator and with a published paper) and comes
packaged with pre-trained weights and an enormity of training
data-sets (ImageNet, VOC, Kaggle etc).

F. Place Recognition

Place recognition is the ability to identify a feature regardless
of change in pose (viewpoint) or other factors of appearance
within a global map. This technique is commonly used in
literature to enable feature localisation on a global co-ordinate
system. In their 2009 survey, Williams et al. [135] compared
the state-of-the-art place recognition techniques used for loop
closure technology. They concluded that, due to the sparsity of
information, map matching techniques under-performed when
compared to image matching techniques. ORB-SLAM [136]
[137] is a well known visual-SLAM architecture which utilises
image matching techniques for loop closure detection. The
embedded place recognition module was based on the bag-
of-words place recognition technique [138] and implements a
covisibility graph of features known as ORBs -Orientated FAST
(key point detector architecture [139]) and Rotated BRIEF (de-
scriptor architecture [140]). These features are binary features
invariant to rotation and scale [141] used to simultaneously
conduct tracking, local mapping and loop closing. This system
dominated the V-SLAM field for a period post its release in
2015 prior to being superseded by more updated machine-
learning place recognition techniques. A more recent study
from 2021 [142] compared the deep learning approaches to
place recognition, which utilised methods on the spectrum
of supervised to unsupervised learning categories. End-to-end
frameworks used to address a domain translation problem for
place recognition were also explored in this survey, for which
NetVlad [143] was found to have had the largest impact.
In the domain of supervised learning, three approaches were
explored, being holistic, landmark and region based. From this,
landmark based supervised training was found to effectively
solve for appearance change, perceptual aliasing and viewpoint
changing. These techniques (as demonstrated in [144], [145],
[146], [147], [148]) employ feature extractors (Generally CNN’s
or similar) to develop semantic-based feature labels used to
identify potential landmarks in a visual feed (see localisation on
figure 23 for more). Several systems (such as [2], [33], [149]
to name a few) utilise these extracted land-marks to generate
a pose-graph of key features within an environment. As such,
the area of pose graph optimisation is a relevant field of study
for land-mark based SLAM (see [150] for a good overview on
this).

G. Multi-Agent System

An agent within a MAS has characteristics of self-sufficiency,
social capacity and reactivity [151]. A multi-agent system
consists of any number of agents greater than two. Processing
on a Distributed Artificial Intelligence (DAI) network can be
done either through Mobile Cloud Computing (MCC) or Multi-
Access Edge Computing (MEC). The MCC approach observes
a system where the majority of the processing requirements is
completed at the back end of the system, whereas MEC employs
an architecture where the majority of the processing is done
at the edge [19] [20]. Similarly, two main orientations for the
contextual reasoning of an environment through edge agents
are generally given as centralised contextual reasoning where
agents transfer information to a back-end system for processing
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and collaborative where agents locally process information and
reason in a collaborative manner [16] [21].

H. Map Matching

All SLAM algorithms require some form of map merging
technique to be applied to enable the continuous updating
of the known environment currently being mapped. As de-
scribed in [135], three main approaches were traditionally used,
being map-to-map, image-to-image and image-to-map. These
approaches generally took the form of frame-to-frame, single
rigid body transformations to relate reference frames in different
maps. Early implementations of SLAM such as [3] would
generally use spatial matching between sub-maps to achieve the
map matching process. This was done by representing the 6D
voxels of an RGB-D sensor or point-cloud system as a Gaussian
Distribution that can subsequently be integrated together as a
map-merging technique. [31] details a networked solution for
feature merging through map alignment and data association
for applications with SLAM solutions on a MAS. Similar map
matching techniques are still being advanced today as shown
in [14] where semantic labelling is integrated with geometric
map matching to generate a more effective SLAM result for
loop closure. SLAM techniques that utilised key frame solutions
allowed for map matching to occur as a data insertion into
a graph rather than the geometric matching techniques used
previously as seen here [137] [2], [149] with pose-graphs.
Of interest was a technique proposed in [27] that allowed
for cross-platform map merging between platforms that did
not share the same sub-mapping techniques, which proposed
the use of semantic representation for common understanding.
For a more in depth explanation on traditional map matching
methods, see [142] sub-paragraph 3 — belief generation. Re-
cently, techniques for map matching utilising landmark features
(as described above) have seen success. [146] demonstrates a
ConvNet landmark-based visual place recognition system that
utilises sequence search and hashing-based landmark indexing,
which greatly increased the efficiency of the map-matching
process. [144] is another place recognition architecture that
employs semantic understanding of landmark features for an
effective map matching. This system employed CNN-based key-
point matching, which utilised semantic filtering and dense
descriptor weighting to allow for a place search procedure
leading to a candidate match selection function.

1. Ontology and Symbolic Reasoning

Symbolic Al is the term used for a number of related Al
methods that attempt to reason about problems using high-
level human understandable representations (symbols) [7]. For
contrast, sub-symbolic Al systems (such as artificial neural
networks, deep learning etc.) attempt to learn operations from
(often large) data sources to map the variables in a problem
space.

f:X—>Y

A key takeaway from this is that (even at high levels of com-
plexity), sub-symbolic methods for machine learning determine
some output Y through a learned function f (e.g., weights in
a CNN) without having a clearly explainable or transparent
process for obtaining said outputs. As such, some form of
symbolic reasoning is required to generate a level of trust in
the production of useful ground maps capable of summarising
complex situations. This would enable their authenticity and
as such enhance the situational awareness of an operator that
is not already immersed in the low-level tactical situation [7].
As described in [152], an ontology is a set of entities, which
can be classes, properties, or individuals. ontologies may be
used to standardise the knowledge base of a specific domain
and allow readability by both human and machines, as has
been demonstrated in [22]. Ontologies are designed to represent
complex knowledge sets about things and the relations between
them. As described in chapter 1 subsections 2-3 of [153], the
common components of an ontology are its individuals (or
instances, I), classes (or concepts, C), attributes (a) and the
relationships (R) linking them. Restrictions and rules can be
placed upon these components to assert some knowledge about

them. Axioms (A) are developed within the ontology to generate
assertions to describe the overall theory of the ontology for its
application domain. These assertions are provided in a logical
form, such as for example:

A — B
A exists

And hence, an ontology can be described (as it commonly is
in literature) as a five-tuple [154]:

O=<C,R,a,1,A>

Transparency refers to an operator’s awareness of an au-
tonomous agent’s actions, decisions, behaviours and intention
[1]. This system transparency is the overarching concept re-
quired to enable a trust architecture within the human-machine
teamed environment. This transparency can be achieved through
multiple methods such as interpretability, explainability and
predictability [9]. Utilising these ontologies provides a method
to share semantic knowledge, promoting bi-directional trans-
parency between humans and artificial agents [154] through
the three key facets listed above. Therefore, the sub-set of
symbolic Al that is ontological design offers enables explain-
ability, interpretability and predictability within a system which
is required to achieve transparency in an artificially intelligent
system and hence enable the teamed operator to trust a swarm
of robots to complete a cooperative function [155]. ontologies
have been applied extensively in many fields to incorporate
expert level domain knowledge into symbolic solutions. A
corpus for ontology and semantics was proposed in [56] that
leverages the textual data documentations for semantic labelling
and modelling from 101 separate data sets, which presents
a great opportunity for researchers to create more thorough
ontological-domain representative models. Utilising these hier-
archical ontologies for guided learning in sub-symbolic systems
is a concept that is explored by Campbell [44] (Chapter 6).
This application enables a sub-symbolic system to reason on
abstract concepts and reduce the dimensionality of a problem
space (through partitioning) by applying prior knowledge to a
learning system. Such a system is described by Hepworth in [44]
(Chapter 7). Here, a hybrid approach to activity recognition is
detailed that fuses both data- and ontology-driven approaches to
the activity recognition problem space in the machine learning
domain. A similar approach to symbolic reasoning through
the use of a knowledge graph to allow for a more diverse
object detection system is shown in [156] and a similar use of
semantics to broaden the knowledge depth of scenes for VQA
tasks is shown in [157]. The RoboEarth framework presented
in [158], [159] proposed a system that inherently integrates a
knowledge base with visual SLAM, which in turn allowed for
more accurate representation of the environment and recognition
of the objects found within. The semantic modelling framework
Triplet Ontological Semantic Model (TOSM) proposed in [5]
utilised short and long term memory with a static ontology to
create of an on-demand ontological knowledge graph for the
representation of an environment in the ontological domain (see
figure 1 - ontologies for SLAM for more).

The HST-3 architecture as described in [9] was developed
to enable transparency for the application of human-machine
teaming. The authors here specify that interoperability, explain-
ability and predictability are the tenets required to enable
transparency in an Al system which allowed for the operator to
further trust the system as a whole. The decentralised nature
of reasoning conducted on a MAS is described here as a
main challenge in explain-ability (and hence transparency) of
a system. The accumulation of varying agent experiences leads
to a heterogeneous knowledge set, which hinders convergence
to a central solution. To alleviate this issue, control agents
are utilised to ensure the responsibility of explanation rests
on only a few agents. Similarly, the proposed SYMBO-SLAM
architecture aims to use the control agent architecture to alle-
viate this issue. The HST-GO architecture built upon the HST-
3 framework described in [22] aims to achieve transparency
in the human-machine interaction space through bi-directional
information flow. The tenets of lexicon, syntax and semantics
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are used here to describe the shared language between the
individuals of the system and further enable communication
in the human-swarm teaming environment. The most advanced
ontology designed specifically for SLAM tasks is presented
in [15]. This ontology suite standardises the SLAM problem
set, combining data from a range of ontology sets to achieve
superiority at the domain knowledge, lexical and structural
levels. The ontology provides knowledge on the four areas of
robot information, environment mapping, time information and
workspace information. The environment mapping knowledge
set includes functionality to describe areas using both geograph-
ical and landmark based positioning. Particularly useful in this
ontology is the inclusion of uncertainty in robot and landmark
positions, which assists greatly in modelling the dynamics of
a SLAM problem. Although this ontology currently dominates
the SLAM field (see figure 1 - ontology for others) it does
not possess the knowledge set required for multi-agent systems.
The onto4MAT ontology however is the first attempt to design
an ontology for multi-agent teaming systematically [154]. This
ontology enables an operator to provide an intent as tasks to a
multi-agent system, and for the agents to then provide feedback
to the operator.

J. Sub-symbolic and Symbolic SLAM in Dynamic Environments

Spatial-temporal reasoning (as defined by the APA dictionary
of Psychology) is “the ability to conceptualise the three dimen-
sional relationships of objects in space and and to mentally
manipulate them as a succession of transformations over a
period of time.” This ability to conceptualise a 3D environ-
ment is vital for pose estimation (and as such environmental
mapping). For SLAM methods that use image-to-image based
tracking methods, some sort of spatial-temporal reasoning is
required to maintain a map of the environment. Methods similar
to that proposed in [137] use ORBs as described above to
construct feature points to achieve this. This architecture sees
the key frames tracked in a spanning tree, which allows for
the direct mapping of map points on a co-visibility graph.
However, this SLAM technique often fails to accurately map
environments in dynamic scenarios that contain moving objects
(e.g., people). Motion tracking is the ability of a system to
be able to follow the motion of an object across multiple
frames of a video. Deep Sort (in conjunction with YOLO)
is one of many algorithms currently available that provides
this capability [160]. Motion tracking of dynamic objects in
a scene has recently been combined with filtering techniques
and Pose-Slam technology to alleviate the dynamic scenario
problem alluded to above [55], [57], [59], [51], [52], [53], [54],
[161], [162], [163]. The common theme shared amongst all
of these papers is that YOLO is used to detect objects and a
low-level semantic understanding is used to determine whether
they are dynamic. This is then used to determine whether to
filter out parts of a frame, which is then fed into OrbSlam2
to allow for environmental mapping. The issue that plagues
sub-symbolic SLAM algorithms in dynamic environments is
less of a concern however, in architectures that utilise symbolic
methods. Utilising landmark detection or similar with either pre-
processing or an embedded module ensures that the system is
much more resilient to dynamic feature interference. This is
because the semantic label associated with each feature allows
for the system to understand whether each feature is dynamic
or static inherently.

K. Simulated Environment

For use in this project, we assert that a simulated environ-
ment as a computer-based 3D platform capable of supporting
a number of different sensor types launched on simulated
robotic platforms to produce close-to-reality motion patterns.
Many environments were considered for the deployment of the
proposed architectures such as the DCIST env as shown in [73],
the Gazebo env [80], the Webots env [79] and many others
(see simulation on Venn diagram in figure 1 for more). The
EyeSim env [164] was selected for its hardware interoperabil-
ity and support network through both documented resources
and ongoing development support networks. This environment
supports the deployment of many simulated robotic platforms
in a joint space with visual, depth-based and IMU based

sensor feeds. Agent communication is supported through radio
and Wi-Fi based communications platforms, and the supported
development languages are python and C / C++. The Unity-3D
physics engine is the basis for the EyeSim environment, which
incorporates error into the robotic movements. The intended
hardware platforms (EyeBots) are described in [164] and the
Unity-based system simulation environment aims to provide a
realistic platform to match the actual EyeBot movements.

L. Robotics

The MAS SYMBO-SLAM architecture is to be deployed on
both simulated and physical robotic platforms for experimental
and testing purposes. The implementation on hardware will
focus on unmanned ground vehicle (UGV) platforms capable of
ground search tasks. [3], [40] and [14] utilise wheeled systems
to achieve SLAM on a MAS. Other implementations include a
system mounted to a car as seen in [165] or [86] and the use of
aerial drones to conduct ground mapping observed in [150] or
target localisation shown in [30]. Combinations and extensions
of these implementation strategies, such as synchronous UAV
and UGV deployment [47] are also possible (see figure 1 -
robotics for more implementation methods).

IIT. CONCLUSION

This survey paper has extensively explored the integration
of symbolic representation in Simultaneous Localization and
Mapping (SLAM) within the context of multi-agent systems
(MAS) and human-machine teaming. The systematic literature
review, conducted following the PRISMA standard and software
engineering guidelines, has identified a significant corpus of
research that bridges the gap between symbolic reasoning,
ontological design, and their application in SLAM tasks. The
review highlights the burgeoning interest in deploying symbolic
reasoning through ontological design to create more effective,
context-aware maps in both centralized and collaborative agent
systems. Advancements in artificial intelligence, particularly
in edge computing and visual reasoning, have catalyzed the
integration of symbolic and sub-symbolic reasoning, offering
promising avenues for enhanced environmental mapping and
situational awareness. This survey underscores the criticality
of transparency in Al-enabled systems, especially in military
applications, where the ethical use of such technology hinges
on the operator’s ability to command and trust the system.
The fusion of ontological knowledge with existing SLAM
techniques presents a promising direction for future research,
especially in creating dynamic, context-rich maps that enhance
operator awareness in complex environments. The deployment
of these advanced systems in simulated and real-world scenarios
further demonstrates their potential applicability across various
domains. This paper emphasizes the importance of continued
exploration in this field, particularly in enhancing the trust ar-
chitecture within human-machine teamed environments through
improved system transparency. The potential of symbolic rea-
soning in SLAM, combined with the advancements in MAS and
human-machine collaboration, paves the way for more robust,
efficient, and transparent mapping systems, crucial for a wide
range of applications, from military operations to autonomous
navigation.
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